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Abstract

This work proposes a multi-dimensional frequency and amplitude estimator tailored for noise corrupted signals that have been clipped. Formulated as a sparse reconstruction problem, the proposed algorithm estimates the signal parameters by solving an atomic norm minimization problem. The estimator also exploits the waveform information provided by the clipped samples, incorporated in the form of linear constraints that have been augmented by slack variables as to provide robustness to noise. Numerical examples indicate that the algorithm offers preferable performance as compared to methods not exploiting the saturated samples.
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I. INTRODUCTION

Many forms of practical measurements suffer from clipping, for instance due to limitations in the dynamic span of the analog-to-digital (AD) converter, possibly necessitated by needs of resolution, or by additive interference offsetting the signal unexpectedly. In such cases, the measured signal is occasionally saturated at its minimum or maximum values, typically requiring these samples to be treated as missing. One may attempt to reconstruct such samples using various forms of interpolation or by using estimators of the relevant signal information that allow for missing samples (see, e.g., [1]–[4]). There have also been methods proposed for using gain masks in the sampling stage as to mitigate the effects of clipping [5], as well as post-processing methods for countering the harmonic distortion induced by clipping [6].

More recently, several reconstruction schemes exploiting an assumed signal sparsity have been proposed. In [7], the authors extend the concept of image inpainting (see, e.g., [8]) to audio signals in order to reconstruct the clipped samples. In [9], the authors utilize a compressed sensing formulation, as well as exploit features of the human auditory system, in order to increase the perceived signal quality. Other approaches include iterative hard thresholding [10], greedy methods [11], smooth regularization [12], social sparsity exploiting temporal dependence [13], and non-negative matrix factorization [14], whereas theoretical recovery guarantees have been studied in [15]. The related field of estimation and reconstruction of 1-bit signals is also attracting interest (see, e.g., [16], [17]). Such signals only retain the sign of the sampled analog waveform, which can be seen as an extreme form of clipping. The problem of signal reconstruction of more generally quantized measurements has been explored in [18].

In this work, we propose an algorithm that exploits the assumed a priori structure of the signals of interest. This structure may, for instance, be that the signal can be well modelled as
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a sum of decaying sinusoids, as is common in areas such as spectroscopy, or by some other well structured signal. By formulating an estimator of the unknown parameters detailing the assumed signal structure, taking into account both the available and the saturated samples, we propose a sparse reconstruction algorithm that is able to exploit the information available in the saturated samples, while still being robust to the presence of additive noise. Robustness against noise is achieved by not enforcing hard clipping constraints, i.e., the proposed estimator does not constrain the reconstructed waveform to saturate at precisely the same samples as the observed signal, as this would make the estimator vulnerable to amplitude bias. Instead, the clipping information is taken into account by adding linear constraints, relaxed using slack variables, allowing also the noise to cause saturation.

Assuming that the measured signal consists of relatively few signal components, the algorithm may be constructed as a sparse reconstruction problem using a signal dictionary formed using the assumed signal waveforms, taking into account the saturation information of the clipped samples. In order to allow the signal of interest to be formed over a continuous parameter space, we express the resulting optimization as an atomic norm minimization. The atomic norm has previously been successfully exploited to develop estimators allowing for off-grid components (see, e.g., [19]–[21]). Here, we propose a similar formulation to exploit the structure of the assumed signal, while incorporating information of the saturated samples. We note that an approach reminiscent of ours was recently proposed in [22] for line spectrum estimation from 1-bit samples, although that work considered only noise-free signals. If considering signals with further structure, the herein proposed framework may be extended correspondingly. For instance, in audio applications, signals may often be well modeled as a sum of harmonically related sinusoids. For such signals, one may also exploit the expected harmonic structure by instead using the atomic norm framework developed in [23], [24].

In summary, the proposed algorithm allows for an efficient exploitation of the 1-bit information present in saturated periodic one- or multi-dimensional signals, allowing for both accurate parameter estimation and signal reconstruction. Further extensions to non-periodic or non-stationary signals may be formed by generalizing the atomic norm formulation to such signals.

This paper is organized as follows. In Section II, we state the considered problem of estimating clipped signals and present the proposed estimator, where the one-dimensional and multi-dimensional cases are considered in Sections II-A and II-B, respectively. Section III evaluates the performance of the proposed method using simulation studies, also considering the impact of the choice of regularization parameters. Section V concludes upon the work.

II. PROPOSED ESTIMATOR

In this section, we present the proposed estimator. We begin by initially presenting the one-dimensional (1-D) version for real-valued sinusoidal data, and then generalize the formulation to allow for both complex and multi-dimensional data.

A. One-dimensional case

To illustrate the proposed algorithm, we assume that the signal of interest, $y^{\text{unclipped}}$, consists of $N$ samples of a sum of $K$ real-valued sinusoids corrupted by an additive Gaussian noise, such that

$$ y^{\text{unclipped}} = Ad + e $$  

(1)
where \(d \in \mathbb{R}^{K \times 1}\) denotes the amplitude vector, \(e\) the additive noise, and 
\[
A = \begin{bmatrix} a_1 & \ldots & a_K \end{bmatrix}
\]
\[
a_k = \begin{bmatrix} \cos(2\pi f_k t_1 + \phi_k) & \ldots & \cos(2\pi f_k t_N + \phi_k) \end{bmatrix}^T
\]

with \(f_k\) and \(\phi_k\) denoting the \(k\)th frequency and phase, respectively, and \(t_k\) the time index of the \(k\)th sample. Here, we assume that the measured signal is \(y\), and that \(y^{\text{unclipped}}\) is unavailable. For 1-D real-valued signals, we define clipping as follows.

**Definition II.1. Clipping of real-valued data.**

The \(n\)th sample of a real-valued 1-D signal, \(y_n^{\text{unclipped}}\), is subjected to clipping if
\[
|y_n^{\text{unclipped}}| > \gamma
\]
and the corresponding measured value will be \(y_n = \gamma \text{sign}(y_n^{\text{unclipped}})\), where \(\gamma \geq 0\) is referred to as the clipping level or clipping limit.

Using this definition, let \(\Omega^-\), \(\Omega^+\), and \(\Omega\) denote the indices of \(y\) that are clipped from below, from above, and all the non-clipped indices of \(y\), respectively. Correspondingly, for any vector \(b\), let \(b_\Omega\) denote the vector constructed from \(b\) using only the elements corresponding to the indices in \(\Omega\). Thus, \(y_\Omega = y_\Omega^{\text{unclipped}}\), \(y_{\Omega^-} = -\gamma 1\), and \(y_{\Omega^+} = \gamma 1\), where \(1\) is a vector of ones, of appropriate dimension. In order to reconstruct the signal of interest successfully, one needs to estimate the signal parameters, here the frequencies, amplitudes, and phases, as well as the model order, \(K\), all which are assumed to be unknown. The typical way of dealing with the clipped samples in \(y\) is to treat these as missing data points, and simply omit them from the measurement vector. The unknown parameters, and the model order, are then estimated using a technique that allows for missing samples, such as, e.g., [25].

It is well known that dictionary techniques using a predefined grid suffer when the true parameters are not on the grid. To alleviate this problem, and also account for the missing samples, we here make use of an atomic norm formulation. Defining an atom set as 
\[
A = \{ a(f, \phi) : f \in [0, 1], \phi \in [0, 2\pi) \},
\]

with atoms \(a(f, \phi) = \cos(2\pi ft + \phi)\), a signal containing a sum over \(K\) sinusoids may be expressed as
\[
y^\star = \sum_{k=1}^{K} d_k a(f_k, \phi_k)
\]

(3)

The atomic norm for a signal \(y\) is defined as
\[
||y||_A = \inf \{ t > 0 : y \in t \text{ conv}(A) \}
\]
\[
= \inf_{d_k \geq 0, \phi_k \in [0, 2\pi), f_k \in [0, 1]} \left\{ \sum_k d_k : y = \sum_k d_k a(f_k, \phi_k) \right\}
\]

where \(\text{conv}(A)\) denotes the convex hull of \(A\). This formulation may be interpreted as finding the sparsest linear combination of atoms that constitutes the signal. In [20], it was shown that the atomic norm denoising, i.e., the analogous problem with additive noise, may be expressed as the (computationally tractable) semidefinite program (SDP)
\[
\begin{align*}
\text{minimize} & \quad x + u_1 + \frac{1}{2} \|y_\Omega - z_\Omega\|^2_2 \\
\text{subject to} & \quad [x \quad z^H] \succeq 0 \\
& \quad T(u) \in \mathbb{T}^{N \times N}
\end{align*}
\]

(4)
where $\mathbb{T}^{N\times N}$ denotes the set of all Hermitian $N \times N$ Toeplitz matrices, with $T(u)$ denoting the Toeplitz matrix with $u$ on its first column. Since the problem in (4) is an SDP, it is also convex, and may as a result be computed using solvers, such as, e.g., CVX [26], yielding a computational complexity of $O(N^3)$. The third term in (4) penalizes the difference between the observed samples for the measured signal and the optimization variable, $z$, corresponding to the noise-free, non-clipped signal. Solving this optimization problem will yield a signal, $z$, where the missing values have been estimated, a scalar, $x$, corresponding to the sum of the absolute values of the amplitudes, and the vector $u$ that determines the Toeplitz matrix $T(u)$, from which, using, e.g., a Vandermonde decomposition, the resulting frequency estimates may be found. This approach has been shown to be very efficient in both retrieving the missing samples, as well as estimating the frequencies [20], [27]. However, it should be noted that the approach treats the clipped samples as missing, and is thus wasteful in the sense that the information that the measured signal is above (or below) the clipping limit is not incorporated in the optimization problem.

To alleviate this, we proceed to extend the minimization to also incorporate this information in the saturated samples. Clearly, since a clipped sample may not always indicate that the true wave form should be clipped, this should be taken into consideration when forming the optimization problem. This discrepancy appears when the true wave form is inside the measurable region, but the noise pushes the sample over (under) the saturation limit. To incorporate this effect, we introduce the variables $\epsilon^+$ and $\epsilon^-$. These capture the discrepancy between the observed and the true signal waveform for the samples saturated due to the additive noise, and should preferably be as small as possible in order to reduce the influence of this problem. More specifically, as the number of samples corresponding to noise-free signal values that lie within the measurable region $[-\gamma, \gamma]$ but still are clipped due to the additive noise is expected to be small, we expect $\epsilon^+$ and $\epsilon^-$ to be sparse, i.e., these will have few non-zero components. Incorporating these changes, the minimization may be expressed as

$$\begin{align*}
\min_{x, z, \epsilon, u} & \quad \mu (x + u_1) + \lambda \|\epsilon\|_1 + \frac{1}{2} \|y_\Omega - z_\Omega\|_2^2 \\
\text{subject to} & \quad \begin{bmatrix} x & z \\ z & T(u) \end{bmatrix} \succeq 0 \\
& \quad T(u) \in \mathbb{T}^{N\times N} \\
& \quad z_{\Omega^+} + \epsilon^+ \geq \gamma \\
& \quad z_{\Omega^-} + \epsilon^- \leq -\gamma
\end{align*}$$

(5)

where

$$\epsilon = \begin{bmatrix} \epsilon^+^T & \epsilon^-^T \end{bmatrix}^T$$

(6)

and with $\mu$ and $\lambda$ denoting user-defined parameters governing the denoising and the regularization of the $\epsilon$, respectively. This formulation is a generalization of the atomic norm denoising problem found in [27], and, thus, the standard atomic norm formulation for the missing data case is retrieved by setting $\lambda = 0$. It may also be noted that by letting $\lambda \to \infty$, the reconstructed waveform is constrained to be consistent the clipping observed in the measured signal. This is reminiscent of the approach in [9], wherein a grid-based method incorporating hard clipping constraints was proposed. It is worth noting that the formulation used in (5) utilizes the $\ell_1$-norm as a convex relaxation of the $\ell_0$-pseudonorm in order to promote sparsity in $\epsilon$. As an alternative, one might consider using the $\ell_2$-norm, but this would then not promote sparsity, but rather slack variables $\epsilon$ whose elements have small magnitudes. This would in turn result in a worse solution,
Algorithm 1 The proposed estimator

1: Require $\gamma$. Set $\lambda$ and $\mu$.
2: Solve (5) to obtain Toeplitz matrix $T$.
3: Obtain frequency estimates from Vandermonde decomposition of $T$.
4: Obtain amplitude estimates by solving (7).

as the use of an $\ell_2$-norm would cause an upward amplitude bias for the reconstructed waveform $z$, due to a trade-off between the terms of the objective function penalizing the magnitude of $\epsilon$ and the difference $y_\Omega - z_\Omega$.

As before, the resulting frequency estimates are then found by using, e.g., a Vandermonde decomposition on $T(u)$. Although estimates of the amplitudes, $d_k$, can also be obtained from such a Vandermonde decomposition, these estimates will be biased towards zero due to the regularization parameter $\mu$. In order to refine the amplitude estimates, we therefore propose to additionally solve

$$\begin{align*}
\min_{\alpha, \beta, \epsilon} & \quad \frac{1}{2} \left\| y_\Omega - Z_\Omega(\hat{f})r \right\|_2^2 + \lambda \left\| \epsilon \right\|_1 \\
\text{subject to} & \quad Z_{\Omega^+}(\hat{f})r + \epsilon^+ \geq \gamma \\
& \quad Z_{\Omega^-}(\hat{f})r + \epsilon^- \leq -\gamma
\end{align*}$$

(7)

where

$$Z(\hat{f}) = \begin{bmatrix} c_1 & \ldots & c_K & s_1 & \ldots & s_K \end{bmatrix}$$

(8)

$$c_k = \begin{bmatrix} \cos(2\pi \hat{f}_k t_1) \ldots \cos(2\pi \hat{f}_k t_N) \end{bmatrix}^T$$

(9)

$$s_k = \begin{bmatrix} \sin(2\pi \hat{f}_k t_1) \ldots \sin(2\pi \hat{f}_k t_N) \end{bmatrix}^T$$

(10)

$$r = \begin{bmatrix} \alpha^T & \beta^T \end{bmatrix}^T.$$ 

(11)

Here, $\hat{f}$ denotes the vector of frequency estimates obtained from the Vandermonde decomposition of $T(u)$, and $Z(\hat{f})$ is the dictionary matrix of cosine and sine atoms corresponding to these frequencies. Note that the use of both cosine and sine atoms allows for the representation of the non-linear phase parameter by combining two such atoms. Thus, the resulting optimization is a least squares (LS) problem, constrained to satisfy the clipping conditions of the observed signal, where the slack variable $\epsilon$ is again exploited in order to provide robustness against noise. Using trigonometric identities, each amplitude estimate, $\hat{d}_k$, is then constructed from the minimizing vectors $\alpha$ and $\beta$ as

$$\hat{d}_k = \sqrt{\alpha_k^2 + \beta_k^2}.$$ 

(12)

Similarly, the phase, $\phi_k$ is estimated as

$$\hat{\phi}_k = -\arctan\left( \frac{\beta_k}{\alpha_k} \right).$$ 

(13)

The full algorithm is outlined in Algorithm 1.
B. D-dimensional case

In this section, we generalize the proposed estimator to allow for complex-valued data as well as expand the optimization problem to also be able to deal with D-dimensional data. We begin by defining what we in this paper mean by complex clipping. As before, let \( \gamma \) denote the clipping level. The real and the imaginary parts of the signal are typically treated separately, resulting in the following definition of complex clipping:

**Definition II.2. Clipping of complex-valued data.**

Sample \( n \) in a complex signal \( y_{\text{unclipped}} \) is subjected to clipping if either

(i) \( |\Im\{y_{\text{unclipped}}^n\}| > \gamma \)
and will assume the value \( \Im\{y_n\} = \gamma \text{sign}(\Im\{y_{\text{unclipped}}^n\}) \), and/or

(ii) \( |\Re\{y_{\text{unclipped}}^n\}| > \gamma \)
and will assume the value \( \Re\{y_n\} = \gamma \text{sign}(\Re\{y_{\text{unclipped}}^n\}) \), where \( \Re \) and \( \Im \) denote the real and the imaginary part, respectively.

It is worth noting that Definition II.2 allows the real part of a sample to be correctly recorded, whereas the imaginary part is clipped, or vice versa. It also allows both the real- and the imaginary parts of the sample to be clipped, as well as being within \([ -\gamma, \gamma ]\) in both dimensions. It may be noted that no assumption of circularity is required for either of the cases.

In [28], the atomic norm framework was expanded to allow for two-dimensional data, and this was further generalized in [29] for the multi-dimensional case, where it also was shown that the Vandermonde decomposition that is used in the one-dimensional case to retrieve the frequency estimates has a multi-dimensional counterpart, and may thus be used for frequency retrieval for multi-dimensional data. We now present the \( D \)-dimensional version of the proposed estimation algorithm for clipped complex data.

Let \( \mathbf{Y} \) be the \( N_1 \times N_2 \times \cdots \times N_D \) data tensor and let \( \mathbf{y} \) be the vectorized version of \( \mathbf{Y} \) with size \( N \times 1 \), where \( N = \prod_{n=1}^{D} N_n \). We here define the vectorization as being operated on the mode-1 matricization, or unfolding (see also [30]). Thus, in the two-dimensional (2-D) case, the vectorization reduces to stacking the columns of the 2-D data matrix. The order of the vectorization is not important as long as it is consistent. The atomic norm minimization problem taking the clipping information into account may then be formulated as

\[
\begin{align*}
\text{minimize} \quad & \mu (x + \text{tr}\{T\}) + \lambda \|\epsilon\|_1 \\
& + \frac{1}{2} \|\Re(\mathbf{y}_{\Omega^R}) - \Re(\mathbf{z}_{\Omega^R})\|_2^2 \\
& + \frac{1}{2} \|\Im(\mathbf{y}_{\Omega^I}) - \Im(\mathbf{z}_{\Omega^I})\|_2^2 \\
\text{subject to} \quad & \begin{bmatrix} x & \mathbf{z}^H \end{bmatrix} \succeq 0 \\
& \Re(\mathbf{z}_{\Omega^R}) + \epsilon_{\Re}^+ \geq \gamma \\
& \Im(\mathbf{z}_{\Omega^I}) + \epsilon_{\Im}^+ \geq \gamma \\
& \Re(\mathbf{z}_{\Omega^R}) + \epsilon_{\Re}^- \leq -\gamma \\
& \Im(\mathbf{z}_{\Omega^I}) + \epsilon_{\Im}^- \leq -\gamma \\
\end{align*}
\]

(14)

where

\[
\epsilon = \begin{bmatrix} \epsilon_{\Re}^T & \epsilon_{\Re}^I, T \epsilon_{\Im}^T & \epsilon_{\Im}^T \end{bmatrix}^T
\]

(15)
with $\Omega_R$ and $\Omega_3$ denoting the subset of the elements corresponding to the samples in $y$ that have not been clipped in their real and imaginary parts, respectively. The notation $\Omega_R^+$ and $\Omega_R^-$ denote for the subset of elements corresponding to the samples in $y$ that have their real part clipped with positive sign and negative sign, respectively, and similar for $\Omega_3^+$ and $\Omega_3^-$. As before, $\epsilon$ acts as a slack-variable, allowing the clipping of the real and imaginary parts to be considered caused by the noise and not the true waveform. Furthermore, $T$ is a $D$-level Toeplitz matrix (see [29] for a detailed definition). In the 2-D case, the $2$-level $N_1N_2 \times N_1N_2$ Toeplitz matrix becomes

$$T = \begin{bmatrix}
T_0 & T_{-1} & \cdots & T_{-(N_1-1)} \\
T_1 & T_0 & \cdots & T_{-(N_1-2)} \\
\vdots & \vdots & \ddots & \vdots \\
T_{N_1-1} & T_{N_1-2} & \cdots & T_0
\end{bmatrix}$$

(16)

where each

$$T_{n_1} = \begin{bmatrix}
\hat{z}_{n_1,0} & \hat{z}_{n_1,-1} & \cdots & \hat{z}_{n_1,-(N_2-1)} \\
\hat{z}_{n_1,1} & \hat{z}_{n_1,0} & \cdots & \hat{z}_{n_1,-(N_2-2)} \\
\vdots & \vdots & \ddots & \vdots \\
\hat{z}_{n_1,N_2-1} & \hat{z}_{n_1,N_2-2} & \cdots & \hat{z}_{n_1,0}
\end{bmatrix}$$

(17)

for $n_1 = -(N_1 - 1), \ldots, N_1 - 1$, is an $N_2 \times N_2$ Toeplitz matrix.

Similar to (5), the first term in (14) minimizes $z^H T^{-1} z$ and controls the size of $T$. The second term regularizes the slack variables $\epsilon$ using the $\ell_1$-norm. This corresponds to letting only a few of the elements in $\epsilon$ to be active in the solution. The third and fourth terms bound the variable $z$ to be close to the noisy signal, in a $\ell_2$-norm sense, corresponding to a data fitting term. It is worth noting that the two last terms correspond to the proposed denoising term in [27]. Having obtained estimates of the set of frequencies from the optimal $T$ estimate, one may then estimate the amplitudes by solving a LS problem analogous to that in (7), namely

$$\text{minimize } \lambda \| \epsilon \|_1 + \frac{1}{2} \| \Re(y_{\Omega_R}) - \Re(Z_{\Omega_R}(\hat{f})d) \|_2^2$$

$$+ \frac{1}{2} \| \Im(y_{\Omega_3}) - \Im(Z_{\Omega_3}(\hat{f})d) \|_2^2$$

subject to

$$\Re(Z_{\Omega_R^+}(\hat{f})d) + \epsilon_{\Omega_R^+} \geq \gamma$$

$$\Im(Z_{\Omega_R^-}(\hat{f})d) + \epsilon_{\Omega_R^-} \geq \gamma$$

$$\Re(Z_{\Omega_3^+}(\hat{f})d) + \epsilon_{\Omega_3^+} \leq -\gamma$$

$$\Im(Z_{\Omega_3^-}(\hat{f})d) + \epsilon_{\Omega_3^-} \leq -\gamma$$

(18)

where $d$ is the vector of amplitudes of the $K$ $D$-dimensional sinusoids and $Z(\hat{f})$ is the $N \times K$ matrix defined as

$$Z(\hat{f}) = A^{(D)}(\hat{f}) \otimes \cdots \otimes A^{(1)}(\hat{f})$$

(19)

where $\otimes$ denotes the Kronecker product and

$$A^{(d)}(\hat{f}) = \left[ a_1^{(d)}(\hat{f}) \quad \cdots \quad a_K^{(d)}(\hat{f}) \right]$$

(20)

$$a_k^{(d)}(\hat{f}) = \left[ e^{2\pi i \hat{k}_1^{(d)}} t_1^{(d)} \quad \cdots \quad e^{2\pi i \hat{k}_N^{(d)}} t_N^{(d)} \right]^T$$

(21)
III. NUMERICAL EVALUATION

We proceed to examine the performance of the proposed algorithm, initially striving to estimate the frequencies and amplitudes of a clipped 1-D signal consisting of $K = 2$ sinusoids using (5) and (7), respectively. This is done by forming 500 Monte Carlo (MC) simulations of $N = 100$ samples, where in each simulation the (normalized) frequencies, $f_1$ and $f_2$, are drawn uniformly on the intervals $[0.08, 0.1]$ and $[0.11, 0.13]$, respectively. Furthermore, the amplitudes and phases are drawn uniformly on $[0.8, 1.2]$ and $[0, 2\pi)$, respectively. We examine the performance for two cases, the first varying the number of clipped samples while keeping the signal to noise ratio (SNR) fixed at 15 dB, where SNR is defined as

$$\text{SNR} = 10 \log_{10} \left( \frac{P_y}{\sigma^2} \right)$$

with $P_y$ denoting the power of the true signal, and $\sigma^2$ denoting the noise variance. In the second case, the SNR is instead varying for the case of 30% clipped samples. The performance is measured using the sum of the root mean squared error (RMSE) for the frequencies, $f_1$ and $f_2$, as well as for the amplitudes, $d_1$ and $d_2$, where the RMSE for each component is defined as

$$\text{RMSE} = \sqrt{\frac{1}{M} \sum_{m=1}^{M} |\hat{\theta}_m - \theta|^2}$$

where $\theta_m$ is the true parameter, $\hat{\theta}_m$ is the $m$th MC estimate of that parameter, and $M$ is the number of MC simulations. In order to illustrate the performance of the proposed method, we use the regularization parameters $\lambda = \mu = 1$ in all simulations. It may be noted that these values are in no way optimal in the sense of minimizing the estimation errors, as is shown in Figures 5 and 6 below, and are here rather selected to show that the algorithm is robust to the choice of parameters. As comparison, we also include the performance of the atomic norm minimization which only considers the unclipped samples, i.e., where the estimates are obtained by solving (5) without including the constraints, or equivalently, by setting $\lambda = 0$. For the obtained set of frequency estimates, the amplitudes are then estimated using (7). Also, for the amplitude estimates, we include comparisons with three least squares (LS) estimators that have been given oracle knowledge of the frequencies. The first of these LS estimators estimates $d$ by solving (7) using the true frequencies. The second considers only the unclipped samples, i.e., solves (7) using $\lambda = 0$. Lastly, the third estimators uses hard clipping constraint, i.e., $\epsilon = 0$, or equivalently, (7) is solved using $\lambda = +\infty$.

For the scenarios considering varying fractions of non-clipped samples, the RMSE for the frequency and amplitude estimates are presented in Figures 1 and 2, respectively. As can be seen from Figure 1, the proposed estimator is robust to the occurrence of clipped samples, and produces estimates whose accuracy is close to unaffected by the fraction of clipped samples. By comparison, the alternative estimator that only considers the non-clipped samples breaks down as the fraction of non-clipped samples decreases. As can be seen in Figure 2, the robustness of the proposed estimator then translates into improved amplitude estimates. In the figure, it can be seen that the three estimators utilizing (7) perform the best, as they can salvage information contained in the clipped samples; the LS estimator operating on only non-clipped samples suffers from the smaller samples size, whereas the constrained LS estimator using no slack variables suffers from an upward amplitude bias induced by the corrupting noise component, $e$.

Similar conclusions may be drawn from Figures 3 and 4, showing the RMSE for the frequency and amplitude estimates for the scenario with varying SNR. Also in this case, the proposed
estimator displays greater robustness, and is less sensitive to noise than the estimators utilizing only the non-clipped samples. It may be noted from the figure that the RMSEs of the two estimators do not converge as the SNR increases; the proposed estimator consistently outperforms the estimator using only the non-clipped samples. Interestingly, for the highest SNR considered, i.e., 50 dB, the three LS estimators have identical performance. This is to be expected, as such a low noise setting renders the slack variable $\epsilon$ superfluous as the constraints are satisfied by
the uncorrupted waveform themselves. Also, as can be seen from the figure, for SNRs 25 and 30 dB, the LS estimator considering only non-clipped samples actually performs better than the estimators using (7), which is probably due to the slack variable ε introducing degrees of freedom that are not beneficial in such high, but not extreme, SNR settings. Furthermore, one may note that the atomic norm-based estimators perform worse than the LS estimators for the highest SNR settings, as they also have to estimate the frequencies.
Fig. 5. RMSE for the frequency estimates produced by the proposed estimator, as a function of the regularization parameter $\lambda$ for SNR 15 dB and 30% clipped samples.

Figures 5 and 6 show the effect on the RMSE for the frequency estimates when varying the regularization parameters $\lambda$ and $\mu$ for the same simulation scenario as above, with SNR 15 dB and 30% clipped samples. When varying $\lambda$, we fix $\mu = 1$ and when varying $\mu$, we fix $\lambda = 1$. As can be seen from Figure 5, setting $\lambda = 0$, corresponding to considering the clipped samples as missing, yields quite bad performance, whereas the accuracy of the estimates directly improve for $\lambda > 0$. Furthermore, the performance seems to be quite unaffected by the specific choice of $\lambda$. However, really large values of $\lambda$ lead to performance degradation as $\lambda \rightarrow \infty$ corresponds to forcing the slack variable $\epsilon$ to be zero, which in the case of noisy measurements negatively impacts the accuracy of the estimates. Indeed, for $\lambda = 10^7$, the RMSE for the frequency estimates was on the order of $10^{-3}$, i.e., similar to the RMSE for $\lambda = 0$ and an order of magnitude larger than for $\lambda \in [1, 5]$. As can be seen from Figure 6, the performance of the proposed estimator is also fairly robust to varying values of $\mu$, although setting $\mu = 0$ results in a rapid decrease in accuracy as this corresponds to not considering the sparsity of the solution, i.e., there is no penalty for non-sparse solutions. Conversely, increasing $\mu$ corresponds to increasing the sparsity of the solution at the expense of the fit to the observed waveform. As can be seen from the figure, performance indeed degrades when increasing $\mu$ to 4 and larger.

An illustration of the performance of the proposed estimator for signal reconstruction is shown in Figure 7. As can be seen, the proposed estimator is able to accurately reconstruct the unclipped and undistorted waveform, whereas the atomic norm estimator that consider clipped samples as missing incurs both a frequency and an amplitude bias.

We proceed by examining the performance of the estimator for multi-dimensional complex data using (14). All tests were done using 2-D data, with $N_1 = N_2 = 8$, containing two 2-D sinusoids with random phases, frequencies, and magnitudes. The data was on the form

\[ y = A^{(2)} \otimes A^{(1)} \alpha + e \]  

where $\alpha$ denotes the $K \times 1$ complex vector corresponding to the amplitudes, $e$ the additive noise, \( \otimes \) the Kronecker product, and the superscript $(\cdot)^{(d)}$ denotes the dimension $d$. The matrix
Fig. 6. RMSE for the frequency estimates produced by the proposed estimator, as a function of the regularization parameter $\mu$ for SNR 15 dB and 30% clipped samples.

Fig. 7. Top left: the unclipped, undistorted waveform. Top right: the noise contaminated and clipped waveform. Bottom left: the reconstructed waveform as given by the proposed estimator. Bottom right: the reconstructed waveform as given by the atomic norm estimator, considering the clipped samples as missing.

$A^{(d)}$, for $d = 1, 2$, are constructed as

$$A^{(d)} = \begin{bmatrix} a_1^{(d)} & \cdots & a_K^{(d)} \end{bmatrix}$$

(25)

$$a_k^{(d)} = \begin{bmatrix} e^{2i\pi f_k^{(d)} t_1^{(d)}} & \cdots & e^{2i\pi f_k^{(d)} t_N^{(d)}} \end{bmatrix}^T$$

(26)

The phase was sampled from $[0, 2\pi)$, whereas the (normalized) frequencies were selected uniformly from $[0, 1]$, but separated $1/N_d$ in each dimension. The magnitudes were uniformly selected between $[0.8, 1.2]$. In the first example, we investigate the RMSE on the frequency
estimation of the proposed method compared with the 2-D atomic norm proposed in [28], which treats the clipped samples as unknown. The frequency estimates were all retrieved using the MaPP estimator from [29]. The RMSE was evaluated for a range of different SNR levels and clipping ratios. The SNR ranged from 0 to 50, and the clipping ratios varied from 0.5 to 1. For each setting of SNR and clipping ratio, 500 Monte Carlo simulations were done and the user parameters were set to $\mu = \lambda = 1$.

Figures 8 and 9 show the performance of the proposed multi-dimensional estimator and the 2-D atomic norm, respectively. It can be seen from the figures that the results for the two estimators differ on two key points. First, the proposed estimator seems relatively unaffected by the clipping ratio; it is first when the SNR level drops to about 0 dB that any degradation
starts to be noticeable. For the 2-D atomic norm estimator, the performance degrades both for low SNR levels and when the number of clipped samples increases. This figure corresponds well with the results for the 1-D case shown in Figures 1 and 3. Incorporating the information that the clipped sample should be above (below) the clipping threshold, as well as including the noise effect using $\epsilon$, clearly shows its benefits.

As in the 1-D case, we proceed to examine the resulting RMSE for the amplitude estimates, comparing the proposed method to the 2-D atomic norm estimator, as well as the three LS estimators described above, which are given full knowledge about the true frequencies. Figures 10 and 11 show the RMSE of the amplitude estimates produced by solving (18) using the frequency estimate from the proposed method and the 2-D atomic norm estimator, respectively. Similar to the frequency estimation, the proposed method manages to better estimate the amplitudes. This is not surprising, as it also produced better frequency estimates. Figures 12, 13, and 14 show the three LS estimates with total knowledge of the true frequencies, corresponding to solving (18), with $\lambda = 1$, $\lambda = 0$, and $\lambda \to +\infty$, respectively. As can be seen from the figures, the proposed method in Figure 10 can be seen to produce similar results as the oracle LS estimator with $\lambda = 1$ in Figure 12. The unconstrained LS estimate, shown in Figure 13, seems to be more sensitive to the SNR, especially when the number of clipped samples is large. The final LS estimator, corresponding to the case when $\lambda \to +\infty$, seems even more sensitive to low SNR levels. We can conclude that the proposed method provides a better frequency estimate than the traditional 2-D atomic norm estimator. Furthermore, given these estimates, it is shown that the resulting amplitude estimates are almost as good as the one obtained if allowed full knowledge about the true frequencies.
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Fig. 11. RMSE for the amplitude estimates produced by the 2-D atomic norm estimator as a function of the fraction of unclipped data and the SNR level. For clarity of presentation, the magnitudes are here given in log-scale.

Fig. 12. RMSE for the amplitude estimates produced by the constrained (\(\lambda = 1\)) LS estimator, given oracle knowledge of the true frequencies, as a function of the fraction of unclipped data and the SNR level. For clarity of presentation, the magnitudes are here given in log-scale.

V. CONCLUSIONS

In this work, we have introduced a sparse reconstruction technique allowing for saturated signal samples. By exploiting the 1-bit information of the saturated samples, as well as allowing for the possibility that the noise causes the saturation of signals close to the saturation limits, the proposed estimator is shown to outperform alternative estimators not exploiting such information. The proposed estimator is formed using an atomic norm formulation allowing for a continuous parameter space, and does thus not suffer from the off-grid effects that often deteriorates dictionary based techniques.
Fig. 13. RMSE for the amplitude estimates produced by the unconstrained ($\lambda = 0$) LS estimator, given oracle knowledge of the true frequencies, as a function of the fraction of unclipped data and the SNR level. For clarity of presentation, the magnitudes are here given in log-scale.

Fig. 14. RMSE for the amplitude estimates produced by the hard constrained ($\lambda \rightarrow +\infty$) LS estimator, given oracle knowledge of the true frequencies, as a function of the fraction of unclipped data and the SNR level. For clarity of presentation, the magnitudes are here given in log-scale.
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