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ABSTRACT

In this paper, we introduce a novel framework for semi-parametric estimation of an unknown number of signals, each parametrized by a group of components. Via a reformulation of the covariance fitting criteria, we formulate a convex optimization problem over a grid of candidate representations, promoting solutions with only a few active groups. Utilizing the covariance fitting allows for a hyperparameter-free estimation procedure, highly robust against coherency between candidates, while still allowing for a computationally efficient implementation. Numerical simulations illustrate how the proposed method offers a performance similar to the group-LASSO for incoherent dictionaries, and superior performance for coherent dictionaries.

Index Terms— covariance fitting, group sparsity, convex optimization, multi-pitch estimation.

1. INTRODUCTION

The notable recent theoretical and algorithmic development in sparse reconstruction modeling, compressive sensing, and the related areas, have resulted in a convenient toolbox of methods, allowing practitioners to relatively easily tackle a wide range of problems (see, e.g., [1–4]). Commonly, the problems considered can be either transformed into, or well approximated by, a sum of an unknown (small) number of vectors selected from a very large set of possible vectors, or, as we will consider in this paper, by a small number of subsets, or groups, of such possible vectors [5–13]. However, for most such algorithms, there is one or more tuning parameters that need to be set, typically used to control the level of sparsity desired in the solution. Although such tuning parameters may in many cases be chosen using cross-validation or by some other heuristics, such solutions may in other cases be time-consuming, computationally complex, and/or difficult. In a recent effort to formulate solutions free from such such hyperparameters, the semi-parametric sparse iterative covariance estimate (SPICE) method was introduced in [14] for the estimation of line spectra. The method has been shown to offer accurate and robust estimates, as well as being closely related to the least absolute deviation LASSO and the square-root LASSO methods [15–19]. In this work, we extend on these formulations, allowing also for group sparse cases, such as relevant, for instance, in the formulation of multi-pitch estimation problems (see, e.g., [8]). We show that the resulting estimator may be efficiently implemented using a sequence of simple optimization problems, computable in closed form.

2. GROUP SPARSITY VIA COVARIANCE FITTING

Consider a length $N$ complex-valued measurement, constituting a mix of $C$ sources, each parametrized by a group of $L_c$ components, sampled in noise, such that (see also, e.g., [8,9])

$$y = \sum_{c=1}^{C} s_c + e'$$

where $e' \in \mathbb{C}^N$ denotes the noise components, and where

$$s_c = \sum_{\ell=1}^{L_c} a(\theta_c, \ell)x_{\theta_c, \ell}, \quad s_c \in \mathbb{C}^N$$

is the parametrization of the $c$:th source, with $a(\theta_c, n) \in \mathbb{C}^N$ denoting the signal response vector, or steering vector, fully described by $\theta_c$ and $n$, and $x_{\theta_c, n}$ its corresponding complex-valued amplitude. Thus, the signal is fully parametrized by the (unknown) parameters

$$\{\theta_c, x_{\theta_c, 1}, \ldots, x_{\theta_c, L_c}\}_{c=1, \ldots, C}$$

Typically, also the number of sources, $C$, and the model order of each source, $L_c$, are unknown, complicating the problem. Using a sparse reconstructing framework, we proceed to introduce a dictionary of possible candidates over $\theta$, i.e., consisting of $\theta_k$, for $k = 1 \ldots K$, with $K \gg C$ selected large enough to ensure that some of the $K$ candidates well coincides with the true parameters. To simplify the notation, we hereafter simply use $(\cdot)_k$ in place of $(\cdot)_{\theta_k}$, allowing (1) to expressed compactly as

$$y = \sum_{k=1}^{K} A_k x_k + e$$

where $e$ is analogue to $e'$, and
Algorithm 1 The proposed group-SPICE algorithm

1: initialize \( j \leftarrow 0 \), and set
2: for all \((k, \ell)\) do
3: \[ p_{k,\ell}(0) = \frac{\langle a_{k,\ell}^{H}, y \rangle^2}{\|a_{k,\ell}\|^2} \]
4: end for
5: repeat
6: covariance update:
7: \( R = \sum_{k=1}^{K+N} p_{k,\ell} \langle j \rangle a_{k,\ell} |a_{k,\ell}|^2 \), \( z = R \setminus y \)
8: power update:
9: for all \((k, \ell)\) do
10: \[ r_{k,\ell} = |a_{k,\ell}^{H}z|, \] and
11: \[ p_{k,\ell}(j+1) = \frac{(p_{k,\ell}(j)r_{k,\ell})^{2/3}(\sum_{k=1}^{L}(p_{k,\ell}(j)r_{k,\ell})^{4/3})^{1/4}}{\sqrt{\|w_k\|^2}} \]
12: end for
13: \( j \leftarrow j + 1 \)
14: until convergence
15: for all \((k, \ell)\) do
16: \( \hat{x}_{k,\ell} = p_{k,\ell}(\text{end}) a_{k,\ell}^{H}z \)
17: end for

\[ A_k = \begin{bmatrix} a_{k,1} & \ldots & a_{k,L_k} \end{bmatrix} \tag{5} \]

implying that

\[ \Sigma = \mathbb{E}(ee^{H}) = \begin{bmatrix} \sigma_1 & 0 & \ldots & 0 \\ 0 & \sigma_2 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \ldots & \ldots & \sigma_N \end{bmatrix} \tag{6} \]

where \( \mathbb{E}(\cdot) \) denotes the expectation. Assuming that the phases of \( x_{k,\ell} \) are independent and uniformly distributed on \([0, 2\pi]\), the covariance matrix of the measurement, \( R = \mathbb{E}(yy^{H}) \), may thus be expressed as

\[ R = \sum_{k=1}^{K} \sum_{\ell=1}^{L_k} x_{k,\ell} a_{k,\ell} a_{k,\ell}^{H} + \Sigma \triangleq APA^{H} \tag{7} \]

where

\[ A = \begin{bmatrix} A_1 & \ldots & A_K & I \end{bmatrix} \tag{8} \]

\[ P = \begin{bmatrix} P_1 & 0 & \ldots & \ldots & 0 \\ 0 & P_2 & 0 & \ldots & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ \vdots & \vdots & \ddots & \sigma_1 & \vdots \\ 0 & \ldots & \ldots & \ldots \sigma_N \end{bmatrix} \tag{9} \]

\[ P_k = \text{diag}(p_k) \]

\[ p_k = \begin{bmatrix} \|x_{k,1}\|^2 & \ldots & \|x_{k,L_k}\|^2 \end{bmatrix}^{T} \tag{10} \]

with \( \text{diag}(\cdot) \) denoting the diagonal matrix with diagonal elements corresponding to its input argument, and \( (\cdot)^{T} \) the matrix transpose. For notational simplicity, let

\[ p_{k,\ell} = p_k = \sigma_{k-\ell}, \quad k = K + 1, \ldots, K + N, \quad \ell = 1 \tag{13} \]

implying that \( L_{K+1} = \cdots = L_{K+N} = 1 \). In order to propose a group sparse solution using the covariance fitting criterion (see, e.g., [10], and the references therein), we here proceed to derive an estimator minimizing

\[ f = \|R^{-1/2}(\hat{R} - R)\|_{F}^{2} \tag{14} \]

\[ \propto y^{H}R^{-1}y + \text{tr}(R)/\|y\|^{2} \tag{15} \]

with \( \|\cdot\|_{F} \) denoting the column-wise \( \ell_2 \)-norm, \( \text{tr}(\cdot) \) the trace, \( \hat{R} = yy^{H} \), and where (15) is formed by completing the square. It may be noted that (15) may be bound from above as

\[ \text{tr}(R)/\|y\|^{2} = \sum_{k=1}^{K+N} \sum_{\ell=1}^{L_k} p_{k,\ell} |a_{k,\ell}^{H}|^{2}/\|y\|^{2} \tag{16} \]

\[ = \sum_{k=1}^{K+N} \sum_{\ell=1}^{L_k} p_{k,\ell} \begin{bmatrix} w_{k,1} & \ldots & w_{k,L_k} \end{bmatrix}^{T} \tag{17} \]

\[ = \sum_{k=1}^{K+N} \langle p_{k}, w_{k} \rangle \leq \sum_{k=1}^{K+N} \|p_{k}\|_{2} \|w_{k}\|_{2} \tag{18} \]

using the Cauchy-Schwartz inequality in forming (18), and where \( \langle \cdot, \cdot \rangle \) denotes the inner product. Thus, instead of minimizing (15), the solution may be found by instead minimizing an upper bound of the problem by solving

\[ \min_{p} y^{H}R^{-1}y + \sum_{k=1}^{K+N} \|p_{k}\|_{2} \|w_{k}\|_{2} \tag{19} \]

s.t. \( R = APA^{H} \), \( p_{k,\ell} \geq 0, \forall p_{k,\ell} \)

This optimization problem contains two expressions, where the first describes the cost of the error, i.e., the misfit between the data and the model, and where the second adds a cost to every non-zero parameter, \( p_{k,\ell} \). In comparison with the SPICE method, the minimization in (19), increases the cost of activating components in a new candidate group, \( k' \), instead of activating a component within an already active group, \( k \), given that these components model the same data behavior, which thus should promote a group sparse solution.

### 3. EFFICIENT IMPLEMENTATION

The optimization problem in (19) is convex, and thus enjoys favorable properties, such that any local optima is also the global optimum, that there exists a well defined theory stating necessary and sufficient conditions for optimality, as well as
efficient computational methods. Here, we present one such solver. As the first part of the cost function in (19) contains is non-separable in the estimation parameters, \( p_{k,\ell} \), one must resort to numerical approximations to solve it directly. Instead, reminiscent to [10], we propose to split the optimization problem into two simpler convex subproblems, each of which a has closed-form solution, and then to solve these iteratively. To make the optimization problem separable in \( P \), we need to introduce an auxiliary variable \( Q \), which fulfills \( AQ = I \). Given an initial value of \( P \), we may solve for \( Q \) by reformulating (19) as

\[
\begin{align*}
\min_Q & \quad y^H Q^H P^{-1} Q y \\
\text{s.t.} & \quad AQ = I
\end{align*}
\]

(20)

Utilizing the Shur complement condition for positive semidefiniteness [20], one may verify that (20) is solved for

\[
Q = PA^H R^{-1}
\]

(21)

Also, inputting this back into (20) gives the original expression in (19), why we may equivalently reformulate (19) given \( Q \) as

\[
\begin{align*}
\min_P & \quad h = \beta^H P^{-1} \beta + \sum_{k=1}^{K+N} \|p_k\|_2 \|w_k\|_2 \\
\text{s.t.} & \quad \beta = Q y \\
& \quad p_{k,\ell} \geq 0, \forall (k, \ell)
\end{align*}
\]

(22)

Using some linear algebra, \( h \) may be expressed as

\[
h = \sum_{k=1}^{K+N} \left( \sum_{\ell=1}^{L_k} \frac{\beta_{k,\ell}^2}{p_{k,\ell}} + \|p_k\|_2 \|w_k\|_2 \right) \triangleq \sum_{k=1}^{K+N} h_k
\]

(23)

and is thus a fully separable problem in the \( K + N \) groups. Before deriving a minimizer for \( h \), we ask the reader to notice two aspects of the optimization problem. First, the problem is constrained to non-negative solutions, but the second expression in \( h \) is non-differentiable for \( p_{k,\ell} = 0 \). Second, whenever any parameter do become zero, \( h \to \infty \) if \( \beta_{k,\ell} \neq 0 \). To that end, the Karush-Kuhn-Tucker (KKT) conditions state that we obtain the global optimum (solving each separable problem \( h_k \)) by setting the gradient of it’s Lagrangian to zero and solving for each parameter. However, if we may guarantee that the solution will lie in the interior of the feasible set of the problem, i.e., \( p_{k,\ell} > 0, \forall \ell \), we may equivalently solve it as an unconstrained problem. To show that this in fact is the case, assume that \( p_{k,\ell} > 0 \). Subproblem \( h_k \) is thus differentiable w.r.t. \( \beta_{k,\ell} \) and we may solve

\[
\frac{\partial h_k}{\partial \beta_{k,\ell}} = -\frac{\beta_{k,\ell}^2}{p_{k,\ell}} + \frac{p_{k,\ell}}{\|p_k\|_2} \|w_k\|_2 = 0
\]

(24)

yielding

\[
p_{k,\ell}^2 = \frac{\|\beta_{k,\ell}\|_2^2 \|p_k\|_2}{\|w_k\|_2}
\]

(25)

Fig. 1. The group-SPICE and group-LASSO estimates using a dictionary with coherency multiplier \( \kappa = 1 \), i.e., an incoherent dictionary. The y-axis displays the \( \ell_2 \)-norm of the solution for the \( k \)th group.

from which we get that

\[
\|p_k\|_2 = \left( \sum_{\ell=1}^{L_k} \left( \frac{\|\beta_{k,\ell}\|_2^2}{\|w_k\|_2^2} \right)^{2/3} \right)^{3/4}
\]

(26)

Plugged back into (25), we obtain the estimate

\[
\hat{p}_{k,\ell} = \frac{\|\beta_{k,\ell}\|_2^{2/3} \sum_{\ell=1}^{L_k} \|\beta_{k,\ell}\|_4^{4/3}}{\|w_k\|_2^{1/2}}
\]

(27)

which is valid \( \forall (k, \ell) \) in the parameter set. We may thus conclude that whenever \( \beta_{k,\ell} \neq 0 \), the solution is guaranteed to lie in the interior of the feasible set, and so (27) is also the solution to (22). From (21), we get

\[
\beta_{k,\ell} = p_{k,\ell}^2 a_{k,\ell}^H R^{-1} y
\]

(28)

from which we may conclude that \( \beta_{k,\ell} = 0 \) if either \( p_{k,\ell} = 0 \), or if the steering vector is orthogonal to \( R^{-1} y \), at which point we set \( p_{k,\ell} = 0 \) and exclude it from further estimation. To finally estimate the response vector \( \hat{x} \) from \( P \), we apply the LMMSE estimator formula [18], i.e.,

\[
\hat{x}_{k,\ell} = \hat{p}_{k,\ell} a_{k,\ell}^H R^{-1} y
\]

(29)

and we may thus use the final estimation iterate of \( \beta_{k,\ell} \) as our estimate of the steering response. Algorithm 1 summarizes the proposed method, called the group-SPICE.

4. NUMERICAL RESULTS

In this section, we proceed to evaluate the performance of the proposed group-SPICE estimator, comparing its performance of that of the closely related group-LASSO estimator,
for varying degrees of dictionary coherence. We consider a signal consisting of \( N = 100 \) samples of a grouped signal, containing \( C = 2 \) groups, with (a maximum of) \( L = 10 \) components in each. The groups are chosen at random, here \( k = [14, 18] \), from a total of \( K = 50 \) candidates in the dictionary, and are corrupted by a white Gaussian noise. The dictionary is based on a circular-symmetric independent Gaussian matrix, denoted \( \mathbf{A}_\kappa \in \mathbb{C}^{N \times (PL/\kappa)} \), which is shown to be incoherent with high probability [21]. Here, \( \kappa \in \mathbb{N}_+ \) denotes a coherency multiplier, which we use to illustrate the performance of coherent dictionaries. Thus, we choose the dictionary as a random permutation of the columns in a horizontal stacking of the same matrix \( \mathbf{A}_\kappa \) \( \kappa \) times, i.e.,

\[
\mathbf{A} \sim \mathcal{U} \left( \left[ \mathbf{A}_\kappa \mathbf{A}_\kappa \cdots \mathbf{A}_\kappa \right] \right)
\]

where \( \mathcal{U}(\cdot) \) denotes random permutation. This has the effect that any component in an active group will also be present \( \kappa \) times more in another or in the same candidate group. Hence, the dictionary will exhibit a high degree of coherence, except when \( \kappa = 1 \). Figures 1 - 3 illustrate the estimates of group-SPICE and the group-LASSO, the latter with the regularization parameter \( \lambda \) arbitrarily set at some different orders of magnitude. As can be seen from the figures, group-SPICE offers a preferable reconstruction as compared to the group-LASSO for the examined regularization levels, in particular for the coherent dictionaries. Figure 3 in particular show that this effect becomes more pronounced for high levels of coherency, for which the performance of the group-LASSO deteriorates significantly, whereas the group-SPICE estimates remain unaffected.

Fig. 2. The group-SPICE and group-LASSO estimates using a dictionary with coherency multiplier \( \kappa = 2 \). The y-axis displays the \( \ell_2 \)-norm of the solution for the \( k \):th group.

Fig. 3. Group-SPICE and Group-LASSO estimates using a dictionary with coherency multiplier \( \kappa = 4 \). The y-axis displays the \( \ell_2 \)-norm of the solution for the \( k \):th group.
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